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In recent years, bio image processing via supervised learning with convolutional neural networks (CNNs) 
has seen huge adoption in computer vision applications. Comparatively, unsupervised learning with 
CNNs has received less attention. Generative adversarial networks (GANs) are an emerging technique 
for both semi-supervised and unsupervised learning that has made a dramatic change in the computer 
vision field. GANs provide a way to learn deep representations without extensively annotated training 
data. They achieve this through deriving back propagation signals through a competitive process 
involving a pair of networks designed by game theory. GANs may be used in a variety of applications, 
including bio image generation, semantic image editing, style transfer, bio image super-resolution and 
also classification. Image classification is an issue that utilizes image processing, pattern recognition, 
and classification methods. We present two applications of GANs: classification, and the generation of 
images that humans find visually realistic. We focus on MGAN on the MNIST dataset and we apply this 
architecture in the form of distributed as our novelty. The proposed method experiment on the cluster 
with multiple machines to improve time-consuming with data distribution and removing the interaction 
between nodes during the training. Using the voting algorithm to increase the accuracy of classification. 
We prove the improvement by using T-Test. We conclude the proposed method decreases the training 
time and improves the accuracy by voting.  

Keywords: Game theory, Generative adversarial networks, Bio image Generation, Bio Image Classification, Deep neural 
networks, Deep learning. 

 
INTRODUCTION 

A field of active research has been learning 
reusable feature representations from large 
unlabeled datasets. In the sense of computer 
vision, the virtually unlimited amount of unlabeled 
images and videos can be leveraged to learn 
good intermediate representations, which can 
then be used on a number of supervised learning 
tasks such as image classification. Supervised 
learning in recent years supervised learning with 
convolutional neural networks (CNNs) has seen 
massive adoption in applications for computer 

vision in recent years. By contrast, less attention 
has been paid to unsupervised learning with 
CNNs. GANs help as a bridge in the gap between 
CNN's supervised learning and unsupervised 
learning. There is also a wide range of research 
on image generation models based on neural 
networks. Earlier groups of probabilistic image 
models include restricted Boltzmann machines 
(e.g., (Hinton et al., 2006)) and their deep variants 
(Salakhutdinov et al., 2009), auto-encoders 
(Hinton et al., 2006, Salakhutdinov et al., 2009, 
Vincent et al., 2008) and more recently stochastic 
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neural networks (Bengio et al., 2014, Gregor et 
al., 2015, Kingma et al 2104) and deterministic 
networks (Dosovitskiy et al., 2015), respectively. 
Goodfellow et al., suggested the Generative 
Adversarial Network (GAN) (Goodfellow et al., 
2014), train a generative network in a mini-max 
objective together with a second biased 
adversarial network. 

There are two subnetworks in the GAN 
system, a generator and a discriminator. A set of 
images (training images) is accessible to the 
discriminator. The discriminator attempts to 
differentiate between the generator-generated 
"real" images (from the training set) and "fake" 
images. 

Without seeing these images, the generator 
attempts to produce images identical to the 
training set. The generator begins by generating 
random images and the discriminator receives a 
signal as to whether the discriminator considers 
them true or fake. The discriminator should not be 
able to tell the difference between the images 
produced by the generator and the actual images 
in the training set at equilibrium, therefore the 
generator is able to generate images that come 
from the same distribution as the training set.The 
foci of this paper are on providing an application 
of major advanced GAN architectures used for 
improving image generation and classification as 
a form of distributed.  

Deep learning (LeCun et al., 2015) allows 
multi-layered computational models to learn data 
representations with multiple abstraction levels. 
These methods have improved dramatically the 
state-of - the-art computer vision, speech 
recognition, visual object recognition, object 
detection, and many other domains such as drug 
discovery and genomics. 

Deep learning explores intricate structure in 
large data sets by using the backpropagation 
algorithm to show how a computer can change its 
internal parameters using the representation in 
the previous layer to determine the representation 
in each layer. 

Deep convolutional networks have produced 
breakthroughs in image, video, voice, and audio 
processing, while recurrent networks have shed 
light on sequential data such as text and speech. 

Approach to generative adversarial networks 
(Goodfellow et al., 2014) proposed by Goodfellow 
et al., is a paradigm for generative model training.  
These consist of two' adversarial' models: a 
generative model G measuring the distribution of 
data, and a discriminative model D estimating the 
likelihood of a sample coming from the training 

data rather than from G. Both G and D 
constructed by the theory of games might be a 
nonlinear mapping function, such as a multi-layer 
perceptron. 

To learn a generator distribution p𝑔over data 

x, the generator builds a mapping function from a 
prior noise distribution p𝑧 (z) to data space as G 
(z;θ𝑔). And the discriminator, D (x;θ𝑑), outputs a 

single scalar representing the probability that x 
came from training data rather than pg. 

G and D are both trained simultaneously: It 
adjusts parameters for G to minimize log(1 - 
D(G(z)) and adjust parameters for D to minimize 
log D(X), as if they are following the two-player 
min-max game with value function V(D, G): 
(Goodfellow et al., 2014, Kjeldsen 2001, Willem 
1996)  

 
min 𝑚𝑎𝑥

𝐺          𝐷
𝑉(𝐷, 𝐺) =  𝐸𝑥~𝑝

𝑑𝑎𝑡𝑎(𝑥)
[log 𝐷(𝑥)] +

  𝐸𝑧~𝑝
𝑧(𝑧)

[log(1 −  𝐷(𝐺(𝑧)))]                         (1) 

This encourages G to fit 𝑃𝑑𝑎𝑡𝑎 (x) so as to fool 
D with its generated samples 𝑝𝑧 (z). Both G and D 
are trained by back propagating the loss in Eqn. 1 
through their respective models to update the 
parameters. 

𝑝𝑑𝑎𝑡𝑎 (x) is representing the probability density 
function over a random vector x which lies in R|x|. 
It will be used 𝑝𝑔 (x) to denote the distribution of 

the vectors produced by the generator network of 
the GAN. It used symbols G and D to denote the 
generator and discriminator networks, 
respectively. Both networks have sets of 
parameters (weights), θ𝑑  and θ𝑔, that are learned 

through optimization, during training. 
 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: The Framework of GAN 
 

On top of synthesizing novel data samples via 
GANs, which may be used for downstream tasks 
such as semantic image editing (Zhu et al., 2016), 
data augmentation (Bousmalis et al., 2016) and 
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style transfer (Zhu et al., 2017), It’s specially 
interested in using the representations that such 
models learn for tasks such as classification 
(Radford et al., 2016) and image retrieval 
(Creswell et al., 2016). In the next section, it’s 
explained two major types of GAN architectures. 
  
MATERIALS AND METHODS 

We're concentrating on MGAN (Hoang et al., 
2018) for image generation in this article and the 
using dataset is MNIST. The MNIST database is a 
large database that includes 60000 images of 
handwritten digits that are commonly used for 
training various image processing systems. GANs 
' teaching is time-consuming. The MGAN is more 
complex than the traditional GANs. Therefore, the 
training time of MGAN is longer than GANs. Using 
more data to train neural networks is a better 
model, but it takes a long time to train. Data 
parallelization is the way to solve the lengthy 
training time. So it’s used multiple MGAN in our 
experiments as our novelty that describe in the 
next section.  

Parallelization Stage 
Software Parallelism is a way of distributing 

computation among different machines in such a 
way that software is distributed across different 

machines and some processing is done locally in 
each machine using the entire model, but only for 
part of the complete data collection. 

According to MGAN architecture, we could not 
use such data parallelism approaches. That 
generator trains to create specific data groups. 
During preparation, we don't know about 
generators (e.g. first generator trains producing 
the x class in the first machine, first generator 
trains producing the y class in the second 
machine) because data parallelism methods can't 
properly aggregate and update parameters. We 
proposed the method in this paper that machines 
should be independent from each other. It 
ensures that a portion of data is learned by 
everyone. Through eliminating the communication 
between computers, network contact has thus 
been removed, training has been completed more 
easily and the issue of updating parameters has 
been resolved. On each unit, Algorithm 1 presents 
the training pseudo-code. 

Yet, for two reasons, this method reduces the 
accuracy: Reduction of training data and lack of 
parameter update interaction between machines. 
So we have to solve this issue.  

 
 

 
Figure 2: The framework of distributed MGAN
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In the next stage, it should be classified MGAN 
synthetic images that describe in the next section. 

Classification Stage  
After the training of the parallel networks, in 

the classification stage, a classifier will classify the 
synthetic images produced for the evaluation of 
the experiments. After each machine's training, all 
the generated images are sent to one classifier in 
our proposed method. We are graded by the 
classifier. Figure 2 shows how our solution is 
being proposed. After the classification, we use a 
voting algorithm to find the majority of a sequence 
of labeled. This approach helps to classify more 
accurate and resolves the mentioned problem. 

As shown in Alogorithm1, there are V 
machines in the cluster. Each MGAN runs in one 
node in the cluster. Generators G1, G2,..., GK in 
our proposed method is  𝜃𝐺𝑖,parameterized deep 

convolutional neural networks. Except for the 
input layers, these networks share parameters in 

all layers. The mapping 𝑓𝜃𝐺𝑖,
(𝑧𝑖) parameterizes the 

input layer for generator Gk, which maps the 
sampled noise z to the first hidden layer activation 
h. The 𝑔𝜃𝐺𝑖 

(ℎ𝑖) mapping parameterizes the 

shared layers, which maps the first hidden layer to 
the generated data. The mixture sampling 
pseudo-code is defined in Alogorithm1. It’s shared 
parameters in all layers. 
 
RESULTS AND DISCUSSION  

In this section, we first introduce the 
experimental environment, and then we conduct 
experiments on MNIST dataset (LeCun et al., 
2011) that contains handwritten images of digits 
0-9 and is used extensively as a benchmark in 
testing the performance of large scale neural 
networks and other algorithms, for both speed of 
computation and the quality of results. It contains 
60,000 training and 10,000 testing samples of 
28×28 grayscale pixel images of the digits. The 
experimental hardware setting is shown in Table 
1. 

We use TensorFlow to implement our model 
and Distributed-Tensorflow for parallelization. For 
all experiments, we use: (i) Adam optimizer 
(Kingma et al., 2014) with learning rate of 0.0002 
and the first-order momentum of 0.5; (ii) minibatch 
size of 64 samples for training discriminators; (iii) 
ReLU(Nair et al., 2010) activations for generators; 
(iv) Leaky ReLU (Maas et al., 2013) with slope of 
0.2 for discriminator and classifier; and (v) weights 
randomly initialized from Gaussian distribution 
N(0; 0:02I) and zero biases. 

Table 1: The experimental hardware setting 

 
API Python 

OS Ubuntu 

CPU Intel Core i7 

GPU 

NVidia GTX 1050 Ti 

NVidia GTX 1080 

NVidia GTX 1080 Ti 

RAM 

16 GB 

20 GB 

20 GB 

Disk 

2 TB 

250 GB 

250 GB 

 
We first evaluate the model by different epoch 

to find the epoch that makes a model with high 
accuracy and optimal training time on different 
nodes in a cluster.  

The experiments show that when epoch is 
equal to 100 make the best model according to 
time-consuming and the accuracy. After the find 
the best number of the epoch, we evaluate the 
model with different batch sizes.  

The experiments on the different batch sizes 
show that the best batch size for the proposed 
model is 32. By increasing the number of nodes in 
the cluster, we improve the time consuming of 
MGAN but there is a problem.  
 

Table 2: shows the result of T-Test 
 

Number of nodes P-Value 

3 3.391e-15 

4 2.2e-16 

5 2.2e-16 

6 8.922e-16 

The result of T-Test proves the improvement 
of the voting algorithm.Because of the reduction of 
data on each machine, the accuracy is 
disimproved. So, the voting algorithm helps to 
increase accuracy. Figure 3 shows the influence 
of the voting algorithm. The results show that 
when there are less than 3 nodes, the voting 
algorithm can’t improve because this algorithm 
needs more than 2 elements to vote. We can see 
that this algorithm with more elements in voting 
does better. We do T-Test to prove the influence 
of the voting algorithm on improving accuracy. A t-
test is a type of inferential statistics used to 
determine if there is a significant difference 
between the means of two groups, which may be 
related to certain features. In this test, if p-value 
be achieved lower than 0.05, conclude that 
Improvements have been made. Table 2 shows 
the result of T-Test. 
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Figure 3: accuracy before and after voting  
 

 

Figure 4: Degree of improvement of the classification accuracy in the 3-classifier by 10 times 
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Figure 5: Degree of improvement of the classification accuracy in the 4-classifier by 10 times 
 

 

Figure 6: Degree of improvement of the classification accuracy in the 5-classifier by 10 times 
 

 
Table 2 shows the accuracy of the 

classification in the case of using a single-
classifier and multi- classifier mode. Since at least 
three data sets are required to vote, at least three 
classifier and a machine inter clustering are 
required to implement this algorithm. In order to 
evaluate, the paired sample T-test is evaluated 
separately on 3 to 5 classifier networks. The 
results of this assessment are shown in Figures 4-
5-6. 
 

CONCLUSION 
We investigated a new technique in bio image 

generation called Generative Adversarial 
Networks. GANs designed by game theory is one 
of the hottest subjects in machine learning right 
now. GAN’s Framework includes pair sub-
networks (generator and discriminator) that 
compare based on game theory. They are one of 
the few successful techniques in unsupervised 
machine learning and are quickly revolutionizing 
our ability to perform bio generative tasks. We 
focus on MGAN for image generation and we 
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apply this architecture in the form of distributed as 
our novelty. In this method, we used V machines 
in the cluster and it’s run one MGAN in per 
machine. The machines trained on the portion of 
data independently. Then the synthetic images 
were classified in the classification stage. We 
experiment on the cluster with a various number 
of machines. We conclude the proposed method 
decreases the training time and improves the 
accuracy by voting algorithm. 
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